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Fast electron transport and induced heating in solid targets
from rear-side interferometry imaging
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Fast adiabatic plasma heating of a thin solid target irradiated by a high intensity laser has been observed by
an optical fast interferometry diagnostic. It is driven by the hot electron current induced by the laser plasma
interaction at the front side of the target. Radial and longitudinal temperature profiles are calculated to repro-
duce the observed rear-side plasma expansion. The main parameters of the suprathermal electrons (number,
temperature, and divergence) have been deduced from these observations.
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I. INTRODUCTION

High-energy particles, such as electrons, protons, ions,
neutrons, x and vy rays, generated by ultraintense laser pulses
are of great interest for radiography [1], fast ignition of fu-
sion reactions [2], medicine [3], and nuclear physics [4].
Since the 100 TW class laser systems using the chirped pulse
amplification (CPA) technique [5] became available, the
number and energy of these particles have considerably in-
creased. In particular, protons and other ions species can be
accelerated to MeV energies at the rear side of a thin, laser
irradiated aluminum foil, in the electric sheath layer created
by relativistic electrons [1]. To control the characteristics of
ion acceleration, one needs a good understanding of the fast
electron transport in the solid target including their spatial
distribution and energy deposition. These electrons generated
at high laser intensities, above 10'® W/cm?, have a mean
energy of a few hundred keV or more. They are weakly
collisional and their mean free path usually exceeds the tar-
get size. Because of their high current density (above
10'? A/cm?), these electrons can propagate into the target,
only in the presence of a return current of thermal electrons.
The electric field dragging thermal electrons may be as large
as 10 MV/cm. It inhibits the fast electron transport [6] espe-
cially in dielectric targets, where there are initially no free
electrons. Effectively, the electric field amplitude is deter-
mined by the target conductivity. It modifies significantly the
fast electron distributions and provides a dissipation of the
electron beam energy in the target.

Various diagnostics have been used to characterize the
electron energy spectrum and angular distribution. Theoreti-
cal [7] and experimental results [8] have shown that the
ohmic heating by the return current leads to a high target
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temperature. Based on the detection of optical emission at
the target rear side or x-ray K-« radiation emitted from a
layer buried inside the target, measurements indicate a tem-
perature in the range of a few eV to a few hundred eV at
10-10 wm depth into the targets. These diagnostics are
rather complicated and indirect; for interpretation they re-
quire intensive numerical simulations [8,9]. So, it is interest-
ing to validate these measurements through other diagnostics
based on different physical processes.

In this paper, we report on the characterization of the
aluminum plasma created by the fast electrons at the rear
side of a solid target irradiated by an ultraintense laser beam.
The density profile of the plasma expansion has been deter-
mined from interferometric measurements using an auxiliary
probe beam at the second harmonic of the main laser pulse.
By varying the time delay of the probe beam, we have mea-
sured the velocity and the shape of the expanding plasma for
various target thicknesses. The measurement of the expan-
sion velocity allows us to reconstruct the initial and the final
temperature distributions of the aluminum plasma and so the
spatial distribution of energy deposited by the fast electrons.
A similar diagnostic has been recently used for a better char-
acterization of the energy transport pattern in solid targets
[10]. In the present work, we follow the same approach by
considering the profiles of the plasmas generated from the
targets. Moreover, combining these plasma expansion mea-
surements, a two-dimensional (2D) hydrodynamic code, and
a specific analytic model [11] of fast electron transport, we
can evaluate the main parameters of the current of fast elec-
trons crossing the target (energy of these fast electrons, their
divergence, their radial energy distribution, and the total en-
ergy deposition versus the target thickness).

The experimental setup and the qualitative analysis of the
experimental results are presented in Sec. II. The numerical
simulations and the plasma expansion interpretations are de-
scribed in Sec. III. The main results are summarized and
discussed in Sec. IV.

©2008 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.77.026408

MALKA et al.
Probe
beam
Al foil Plastic foil
Interaction 300 pm
beam
Interferometry

FIG. 1. Experimental setup. The plasma expansion is measured
using a fast and time resolved interferometric diagnostic.

II. EXPERIMENTAL RESULTS

A. Experimental setup and measurements

The experiment was performed at the 100 TW CPA laser
system at the LULI (Laboratoire pour 1’Utilization de Lasers
Intenses). The laser beam with an energy of 20 J in 500 fs
and a 1.064 um wavelength was focused with an f/4 off-axis
parabola onto an aluminum foil providing peak intensities of
(2-3) X 10" W/cm?. The focal spot was 7 um (FWHM).
A long prepulse (1.5 ns), with an intensity contrast ratio of
1075, creates a preplasma in front of the target. The target
thickness was varied from 5 to 50 wm. The target is a long
thin foil with a 2 mm transverse width. A thin plastic foil was
set 300 wm behind the aluminum target. The density profiles
of the expanding plasmas were probed by a sub-ps, fre-
quency doubled (532 nm) laser pulse, propagating parallel to
the target surface (Fig. 1). This beam was used to obtain an
interference pattern combining a 2° Wollaston crystal with
two polarizers.

Targets were imaged with a magnification of 10, leading
to a spatial resolution better than 5 um. The delay between
the probe beam and the main laser pulse was measured with
a streak camera, providing a precision of =10 ps. By vary-
ing this delay, the plasma temporal evolution was studied up
to 1 ns. The interferograms were unfolded with the Abel
inversion to calculate the transverse and the longitudinal
density profiles from the fringe shifts assuming an axial sym-
metry. Typical interferograms are shown in Fig. 2. The inter-
fringe is 10 um.

At the front of the target, one observes an aluminum
plasma created by the intense beam and its prepulse. At the
rear side of the target, one observes another aluminum
plasma. This plasma cannot be produced directly by the laser
beam, since 9 um Al is opaque to the laser light and is too
thick to be fully ablated by the prepulse beam (see Sec.
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FIG. 2. Experimental expansions at instant of (a) 240, (b) 480,
and (c) 830 ps after the UHI laser pulse for the 9 pm thickness Al
target and at instant of 480 and 440 ps for the (d) 20 and (e) 50 um
thickness targets. The laser beam arrives from left. In (e), there is no
plastic foil. In (c), at later time, the two plasmas generated by par-
ticles collide with fast speed. The interfringe distance is 10 um and
the full size of each image is 500X 600 um.

III C). Figures 2(a)-2(c) show, for 9 wm thick Al targets, the
plasma expansion at 240, 480, and 830 ps after the intense
pulse. The plasma shapes are quite different at the target
front and rear sides. At later times [Fig. 2(b)], another plasma
is created on the second plastic foil; this plasma is generated
by fast particles, as was already discussed in Ref. [12]. Much
later [Fig. 2(c)], these two plasmas generated by fast par-
ticles collide with a velocity of a few hundreds km/s.

In the following, we consider only the rear-side expansion
of the aluminum target as it provides information on the
electron beam instead of the direct effect of the laser pulse.
At the back side of this target, the interferograms have a
distinct rectangular shape. Figures 2(d) and 2(e) present the
plasma plume shape for the 20 and 50 wm thick targets,
respectively, at 480 and 440 ps after the intense pulse. The
square shape, clearly seen for the 9 um target at equivalent
time delay [Fig. 2(a)], still appears for the 20 wm target,
though less distinct. However, it disappears for the thickest
target, 50 wm, and the expansion rate becomes smaller and
more spherical. Other density profiles obtained at different
time delays and for different target thicknesses confirm these
observations. One of the main limitations in this measure-
ment is due to the target width of 2 mm in the transverse
direction (parallel to the probe beam) which introduced a
large shadow of around 70 wm in the interferogram pattern.
It gives a large uncertainty on the initial position of the back
side of the target. Nevertheless, the large target width pre-
vents current from flowing around the edges.

Figure 3 shows an on-axis longitudinal electron density
profile of the plasma plume at the rear side of the 9 um
target, using Abel inversion. The plasma gradient scale
length is very short, less than 20 um, and it does not exceed
this value during at least the first 800 ps. This is also true for
other target thicknesses. Since the gradient scale length is of
the order of the interfringe distance, the uncertainty on this
value is quite large (50%).
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FIG. 3. Experimental electron density profile along the longitu-
dinal axis (perpendicular to the target surface) at 173 ps after the
UHI laser pulse for the 9 um thick target.

B. Qualitative analysis

The summary of the data extracted from the interfero-
grams is shown in Fig. 4. It presents the position of plasma
electron density ~10%° cm™ as a function of the time
elapsed from the main laser pulse for three target thick-
nesses. We see that the plasma expands with an almost con-
stant velocity. The expansion velocity is found to be equal
approximately to 170 =25, 95*25, and 55*25 km/s for
the 9, 20, and 50 wm target thicknesses, respectively (Fig.
5). We calculate the initial temperature of the plasma assum-
ing an adiabatic expansion and using the ideal gas approxi-
mation. Moreover, one can assume that the electron and ion
temperatures are equal since the time for temperature equili-
bration in solid aluminum is ~2 ps [13]. We consider only
aluminum in our calculation, we neglect the contribution of
the very thin layer of contaminants (H, C, O) on the hydro-
dynamic simulations of the plasma expansion. Thus the spe-
cific internal energy can be written as e=(Z+1)T/(y—1)m;,,

80
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FIG. 4. Dependence of the plasma axial position vs the time for
three target thicknesses for the electron density of 1020 cm™.
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FIG. 5. Expansion velocity vs the target thickness.

where Z and m; are the ion charge and mass, T is the tem-
perature, and vy the polytrophic index. The sound speed is
given by C,=\yP/p, where p is the density and P=(y
—1)pe is the pressure. According to Ref. [14], a rarefaction
front moves from the rear side inward with the sound veloc-
ity. The plasma front moves outward with the velocity
2C,/(y-1). Using the experimentally measured velocities
and y=5/3, one obtains (Z+1)T=540, 170, and 60 eV for
the 9, 20, and 50 um target thicknesses, respectively. Within
this energy range, we calculate that the ion charge Z varies
between 6 and 2.5 [15]. Under these conditions, we conclude
that the expected initial Al plasma temperature should vary
from 90 to 15 eV, at the targets rear side, as the target thick-
ness increases from 9 to 50 wum. These analytic results are
confirmed by more accurate numerical simulations per-
formed with a 1D and 2D hydrodynamic code. They allow us
to reduce the number of simulations required to reproduce
the experimental expansion.

Important information that can be extracted from the in-
terferometric images concern the plasma radial expansion.
Figure 6 shows the diameter of the expanding plasma versus
time. For all shots, except at early times for the thinnest
target, the diameter of the plasma plume is close to 100 um.
It implies that the plasma expands axially without noticeable
radial spreading. This can be explained by the fact that the
pressure inside the plume decreases very quickly and it is not
sufficient to push the matter radially. Therefore, the plasma
motion has been initiated during the first 100 ps of its expan-
sion. The second comment concerns the radial spreading of
the fast electrons during their propagation through the target.
Some observations [10,11] indicate that the angular diver-
gence of the fast electrons may reach a few tens of degrees.
That would imply that the plasma plume initial diameter in-
creases with the target thickness. This fact is inconsistent
with our experimental results showing approximately the
same width for all target thicknesses. We will address this
issue in the next section. Our 2D hydrodynamic code allows
us to reconcile various results and to reconstruct the axial
and radial shapes of the energy deposition in the targets.
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FIG. 6. Dependence of the diameter of expanding plasma on
time for three target thicknesses.

III. INTERPRETATION OF EXPERIMENTAL RESULTS

The simulations of the plasma dynamics were performed
with the laser-plasma interaction hydrodynamic code CHIC
[16]. This code is currently used to simulate laser experi-
ments [17]. The code includes two-dimensional axially sym-
metric hydrodynamics, ion and classical or nonlocal electron
heat conduction, thermal coupling of electrons and ions, and
detailed radiation transport. The arbitrary Lagrangian-
Eulerian (ALE) method [18] is implemented to improve the
geometrical quality of the grid elements. The ionization and
the opacity data are tabulated assuming a local thermody-
namic equilibrium (LTE) or a non-LTE depending on the
plasma parameters. The equations of state implemented in
the code (QEOS) are described in Ref. [15]. The laser propa-
gation, refraction, and collisional absorption are treated by a
ray tracing algorithm. A resistive MHD package accounting
for the azimuthal magnetic fields generated by the thermal
sources (crossed gradients of the density and the tempera-
ture) is also included.

A. Expansion velocities and plasma temperatures

The aim of the simulations was to find out the target tem-
perature distribution, at initial time, created by the fast and
return current heating. Since the hydrodynamic plasma mo-
tion is established in the scale of tens of ps, longer than the
electron-ion equilibration time in solid aluminum, we as-
sume that the plasma is in thermal equilibrium. We suppose
that the laser prepulse did not modify strongly the target.
This will be justified in Sec. IIl C. So the density of the
plasma was assumed to be homogeneous and equal to the
density of Al at normal conditions: 2.7 g cm™. The result of
the initial on-axis temperature leading to the experimental
expansion does not require 2D simulations. 1D hydrody-
namic simulations confirm the previous analytic results (Sec.
IIB): 70+ 10, 50+ 10, and 20+ 10 eV at the rear side for
the 9, 20, and 50 wm target thicknesses, respectively. These
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FIG. 7. On-axis initial temperature variation inside the target.
Two analytical fits are shown: T,(z)=95¢"¥30 (solid line) and
T,(z)=-32.5z"+135 (dotted line).

values are in agreement with previous results obtained in
similar conditions [8]. The variation of the rear side initial
temperature with the target thickness leads us to suppose that
the temperature is nonuniform across the target: the front
side is hotter and the rear side is colder. Using average tem-
perature data for three target thicknesses, one can find an
analytic function describing the dependence of the initial on-
axis temperature on the target thickness. Figure 7 shows two
possible fits in the range of thicknesses 10—50 um. Such a
profile with a hotter zone at the front side of the target will
provide a rear face expansion in agreement with the obser-
vations (delayed in time), as we will show in the next para-
graph. We will use in what follows the initial temperature
exponential profile: T,(z)=Tye %, where zo=30 wm is a
characteristic length and 7,=95 eV is the front face tem-
perature.

B. Radial distribution of plasma temperature

One of the important experimental observations is related
to the radial shape of the expanding plasma. As shown in the
experiment (Fig. 2), for a thin target, the plasma has a square
shape whereas for thicker targets, the plume shape becomes
more spherical. That suggests that the temperature profile has
a flat top shape near the target front side and it becomes
smoother as one moves deeper inside. Consequently, the
pressure inside the plasma decreases with the radius and so
does the plasma expansion velocity. Therefore, one can ex-
plain the observed plasma expansion shape by adjusting the
2D profile of the initial temperature. Figure 8 shows the cal-
culated plasma distribution after 300 ps, for two initial 2D
temperature distributions. There is one-to-one correspon-
dence between the temperature profile and the shape of the
expanding plasma. Experimental data indicate that the target
heating by the fast and return currents depends strongly on
the distance from the front side. The energy deposition,
which is correlated with the electron beam shape, seems to
be flat with sharp edges close to the front side. Deeper in the
target, the beam spreads laterally and the edges become
smoother. We have interpolated the initial temperature profile
with a radial (r) and a axial (z) dependence:

T,(z,r) =Toe ™™ if r<r,,
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FIG. 8. (Color online) 2D plasma distributions 300 ps after the
CPA pulse for two different initial temperature distributions. Panel
(c) [(d)] shows the radial initial temperature distribution producing
expansion (a) [(b)]. The target thickness is 9 wum and the axial
temperature is shown in Fig. 7.

T,(z,r) = Toe cos?[(w/2)(r —r)/(r,—r)] if re=r<r,,

T,(z,r)=0

if r=r,,

where r.(z)=17-0.26z is the core radius and r,(z)=45
+0.58z is the edge radius. All lengths are in microns. This is
an empiric formula which gives the best fit to the observed
profiles of the plasma plume. Figure 9 presents this 2D initial
temperature profile. The angular divergence and the edge
smoothing effects can be better seen in line outs in Fig. 9(b).
By comparing the dotted line giving the rear-side radial
shape normalized to the front side value, one sees that, at
half maximum, the radius increases by 10 wm whereas, at
the foot, the radius increases by 30 um.

Figure 10 shows the resulting plasma density distribution
400 ps after the intense pulse for three target thicknesses.
The velocities and the plasma plume shapes observed in the
interferometry images are correctly reproduced and whatever
the thickness, the plasma plume diameter is approximatively
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FIG. 9. (Color online) Initial 2D temperature distributions in the
target. Panel (b) shows the radial initial temperature distribution
(lineouts) at the front and rear sides.
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FIG. 10. (Color online) 2D temperature profiles of plasma ex-
pansion after 400 ps for (a) 9 wm, (b) 20 wm, and (c) 50 um
target thickness.

the same and close to 100 um. This result agrees with ex-
perimental data shown in Fig. 6, completes the analysis, and
leads to consistent results. Note that the temperature distri-
bution deduced from the simulations characterizes a radial
spreading of the fast electrons versus the penetration depth.
Furthermore, one easily finds the total energy deposited in
the targets as a function of their thicknesses. These tempera-
ture profiles correspond to energy deposit of 300, 550, and
900 mJ for the 9, 20, and 50 um thicknesses, respectively.
These values correspond to 1.5, 2.5, and 4.5% of the 20 J
laser energy. In the next section, these results will be used to
characterize the fast electron beam parameters.

C. Energy of fast electrons and prepulse influence

A kinetic model for the fast electron transport and induced
heating has been developed recently and proved to describe
the macroscopic characteristics: main divergence, spatial and
temporal resolution of the energy deposition [11]. The model
assumes a linear growth of the transverse size of the fast
electron beam against target depth. It resolves in time the
evolution of the background electron temperature consider-
ing both the resistive heating by the return current and the
contribution of the fast electron collisions with the target
electrons (in the Bethe-Bloch approximation). The model has
the following four parameters. The fast electron source initial
radius r( and the divergence half-angle 6. At a given depth z
into the target, the radius of the incident beam is r,(z)=rg
+z tan 6. The laser energy conversion efficiency into fast
electrons 7 and the temperature of the injected fast electron
population 7). We assume a relativistic Maxwellian energy
distribution.

These parameters can be adjusted to produce in-depth lon-
gitudinal background electron temperature profiles 7,(z) in
agreement with the 1D hydrodynamic simulations results
(see Fig. 7). According to the experimental laser intensity
(2-3)% 10" W cm™, the energy conversion efficiency
should be within 20-30 % [19]. According to other experi-
ments performed with the same laser system in similar con-
figurations, T}, should be of a few hundred keV [11]. We
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FIG. 11. Background electron temperature profile (solid line)
with the model calculation for ry=23.5 um, 6=20°, 7=25%, and
T,=300 keV for a target initially cold. Heating has a resistive ori-
gin (circle) for the first 10 wm and then, for deeper layers, colli-
sions (square) become the dominant heating process. The on-axis
initial temperature profiles from hydrodynamic simulations are in
dotted lines (Fig. 7).

consider a solid (2.7 g cm™) and initially cold Al target.

Figure 11 shows the temperature profile obtained using
the kinetic model calculation for ry=23.5 um, 6=20°, 7
=25%, and T,=300 keV. Heating has a resistive origin for
the first 10 wm and then, for deeper layers, because of the
fast electrons divergence and consequent j, diminution, the
fast electron collisions become the dominant heating process.
The temperature profile can be adjusted differently according
to the approximate dependency 7,(z) (ro+z tan 6)™* for z
<10 wm and T,(z) *(ro+z tan 6)~2 for z>10 um. A fair
agreement between hydrodynamic simulations and the fast
electron heating model can be found for values of T}
=200-500 keV, ry=17.5-25 um, and #=10-20°.

Now to be more realistic, one calculates, for the thinnest
target, the laser prepulse influence. In the experiment, the
prepulse duration is less than 1.5 ns and the intensity contrast
ratio is estimated to 107°, which leads to a maximum inten-
sity of 5X10'2 W/cm?. In Fig. 12, we present the density
obtained under these conditions just before the intense pulse
arrival (logarithmic scale). Although modified, the departure
from a nonperturbed target remains small. The shock wave
reaches the rear face at 1.2 ns, that is 300 ps before the main
pulse arrival. However, for this laser intensity, the shock
wave is not strong enough to induce large modifications [20].
The velocity of the rear side, due to the shock breakout, is
less than 4 km/s. As shown in Fig. 12(b), the maximum
density is about 3.6 g cm™, for a thickness close to 7 um.
Due to the wavelength used, the distance between the abla-
tion front and the critical density, corrected by relativistic
effects, is less than 0.5 um. The level of background elec-
tron temperature reached on an ASE-perturbed 9 um thick-
ness is presented in Fig. 13. We see that because of the
low-density preplasma, implying lower electrical conductiv-
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FIG. 12. (Color online) (a) Density distributions in the target at
the end of the prepulse r=1.5 ns for the 9 um target thickness.
Panel (b) shows the axial (R=0) density distribution (lineout) and
panel (c) is a zoom-in on the dense zone of the target.

ity [21,22], the background electron temperature reaches
800-900 eV over the first 100 nm depth, decreasing to values
close to the unperturbed case (i.e., ~100 eV) after 1 wm.
This rather hot front surface will not change the rear-side
plasma expansion over the 700 ps following fast electron
transport.
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FIG. 13. Background electron temperature profile (solid line)
with the model calculation. The same parameters of the fast electron
beam of Fig. 11 have been used but including the effect of the
preplasma induced by the pedestal of the laser beam. This effect can
be neglected for targets thicker than 1 um.
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IV. CONCLUSION

We have studied a plasma expansion induced by fast elec-
trons at the back side of aluminum targets. These fast elec-
trons are accelerated by the interaction of an ultrahigh inten-
sity laser pulse with the front side of the target. The fast
electron beam yields target heating due to collisions and to
the cold electron return current. After the laser pulse, the
heated matter expands into vacuum while its density and
velocity profiles vary with the temperature. We have re-
corded the density profiles of the expanding plasma using an
interferometry diagnostic and the Abel inversion. We have
demonstrated, from these experimental data, that the foils
rear-side temperature reaches a few tens of eV. This tempera-
ture decreases as the target thickness increases. Moreover,
from the 2D Abel deconvoluted density profiles and using a
2D hydrodynamic code, we have shown that one could ob-
tain a detailed information on the in-depth energy deposition
in plasma and consequently on the fast electron beam shape.
To reproduce the experiment, we deduced the initial tem-
perature profile giving access to the fast electron beam char-
acteristics. This beam is well collimated with sharp edges at
a few microns depth whereas, deeper in target, the beam
widens and the edges become smoother. Modeling of the fast
electron transport and energy deposition showed that the
heating has a resistive origin for the first 10 wm and then,
for deeper layers, because of the fast electron divergence,
collisions become the dominant heating process. As verfied
in another experiment [11], a fair agreement between hydro-
dynamic simulation results and model heating has been
found for values 7,=200-500 keV, ry=17.5-25 um, and
0=10-20°. For an univocal set of parameters, one should
include additional diagnostics in the experiment (like rear-
side visible imaging [11] or Ka [23] imaging from fluores-
cent buried layers in the targets) to measure the fast electron
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divergence and penetration depth (function of T},). The inter-
ferometry of expanding plasma combined with multidimen-
sionnal hydrodynamic simulations could be a valuable diag-
nostic method for high intensity laser plasma interactions.
Comparing our results with previous publications, we note
that we did not find an evidence of the annular structure of
the electron beam recently reported in Refs. [10,24]. This
could be due, in the present work, to a lower laser intensity
and the use of thicker targets. The laser intensity in Ref. [10]
is about 5 102 W cm™ and the ring shape only appears
for the 5 um thick targets. The laser prepulse can play an
important role in this case (thinner target and higher inten-
sity). In summary, although characteristic time scales of the
fast electron beam propagation through the target and of the
resulting plasma expansion are completely different, relevant
information can be obtained from the interferometry of the
expanding plasma. Based on 2D hydrodynamic codes [16]
and on simple physical models for the plasma expansion [14]
and the fast electron induced heating [11], this approach is
complementary to other diagnostics [8]. It confirms the re-
sults obtained with optical or x-ray emission. More generally,
the propagation of other particles, protons, heavier ions, or
photons in a target can be studied through the interferometry
diagnostic coupled with others diagnostics and a hydrody-
namic modeling of plasma expansion for time scales much
longer than the duration of the interaction process.
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